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Abstract. Wikidata is a massive Knowledge Graph (KG) including more than 100 million data items and nearly 1.5 billion
statements, covering a wide range of topics such as geography, history, scholarly articles, and life science data. The large volume
of Wikidata is difficult to handle for research purposes; many researchers cannot afford the costs of hosting 100 GB of data. While
Wikidata provides a public SPARQL endpoint, it can only be used for short-running queries. Often, researchers only require a
limited range of data from Wikidata focusing on a particular topic for their use case. Subsetting is the process of defining and
extracting the required data range from the KG; this process has received increasing attention in recent years. Specific tools
and several approaches have been developed for subsetting, which have not been evaluated yet. In this paper we survey the
available subsetting approaches, introducing their general strengths and weaknesses, and evaluate four practical tools specific
for Wikidata subsetting – WDSub, KGTK, WDumper, and WDF – in terms of execution performance, extraction accuracy, and
flexibility in defining the subsets. The results show that all four tools have a minimum of 99.96% accuracy in extracting defined
items and 99.25% in extracting statements. The fastest tool in extraction is WDF, while the most flexible tool is WDSub. During
the experiments, multiple subset use cases have been defined and the extracted subsets have been analyzed, obtaining valuable
information about the variety and quality of Wikidata, which would otherwise not be possible through the public Wikidata
SPARQL endpoint.
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1. Introduction

Wikidata [1] is a collaborative and open knowledge graph founded by the Wikimedia Foundation on 29 October
2012. The initial purpose of Wikidata is to provide reliable structured data to feed other Wikimedia projects such
as Wikipedia. Wikidata contains 101,449,901 data items and more than 1.4 billion statements, as of 19 January
2023. Wikidata and its RDF and JSON dumps are licensed under Creative Commons Zero v1.0 1, making it publicly
available for all commercial or non-commercial use cases. It can be queried directly over a free SPARQL endpoint2,
a free query service GUI3 and is interlinked with the other Linked Open Data on the web [1].

Wikidata is a key player in Linked Open Data and provides a massive amount of linked information about items
in a wide range of topics. The topical coverage of Wikidata spans from scientific research and historical events to
cultural heritage and everyday facts. With its ability to integrate data from multiple sources, Wikidata serves as a
powerful tool for knowledge management and data integration. Its structured format and rich linking capabilities
make it an ideal resource for machine learning and artificial intelligence applications. Although there is this massive
data, most research and industrial use cases need a subset of items, statements, and metadata. This paper discusses
the new research problem of Wikidata subsets, their definition, the significance of their extraction, and the methods
to retrieve them.

1.1. The significance of Subsets

Having subsets of KGs have many benefits. The first benefit of subsetting is avoiding size issues. General purpose
KGs such as Wikidata are valuable sources of facts about various topics. On the Linked Data Web, they serve as
a common linking point between inter-, and sometimes intra-, domain KGs4. However, their increasing size makes
them costly and slow to use locally. Additionally, the large volume of data in Wikidata increases the time required
to run complex queries. This often restricts the types of queries that can be posed over the public endpoint since it
has a strict 60-second limit on the execution time of queries. Any query that takes more time to execute than this
will timeout5.

Downloading and using a local version of Wikidata is one way of circumventing the timeout limit. However,
it is not a cheap option due to the size of the data. Wikidata JSON dump of 14 December 2022 is 112GB in a
compressed format. A suggested hardware required to have a personal copy of Wikidata includes 16 vCPUs, 128GB
memory, and 800GB of raided SSD space6. A Google Cloud computation engine with these specifications would
cost more than $527 per month7. Although the costs for infrastructure are relatively affordable, considering the value
and potential use cases of having a local copy of Wikidata, there are many instances where only a small portion
of Wikidata is relevant. In such cases, hosting a complete copy can be considered excessive and unnecessary. This
makes it difficult to secure the necessary funds for such an infrastructure.

Additionally, out of this 112GB of data, one might need no more than 1GB on a specific topic. There are several
use case scenarios where users do not need access to all topics in a massive general-purpose KG. A small and
complete enough subset can be more suitable for many purposes. For example, a subset of all information about
genes, proteins, drugs, and diseases can be used in pharmaceutical research [2]. Even in general-purpose use cases
covering broad domains, small subsets can help. For example, in an open-domain Question Answering interface,
the system may detect the domain category of a given question first, then refer to the smaller subsets in the detected
domain to retrieve the facts, speeding up the query time. With a small subset, inference strategies can be applied to
the data and completed in a reasonable time. Subsets can also be published along with papers, which provides better
reproducibility of experiments [3]. Small subsets are also easier to archive and are more likely to be reused [4].

1https://creativecommons.org/publicdomain/zero/1.0/ - accessed 19 February 2023
2https://query.wikidata.org/bigdata/namespace/wdq/sparql?query={SPARQL} - accessed 19 January 2023
3https://query.wikidata.org/ - accessed 19 January 2023
4https://lod-cloud.net/ accessed 20 February 2022
5https://en.wikibooks.org/wiki/SPARQL/Wikidata_Query_Service/
6See this post: https://addshore.com/2019/10/your-own-wikidata-query-service-with-no-limits/
7Estimated by Google Cloud Pricing Calculator: https://cloud.google.com/products/calculator/#id=32eca290-7628-48af-9988-20508f4bc861

accessed 11 February 2023

https://creativecommons.org/publicdomain/zero/1.0/
https://query.wikidata.org/bigdata/namespace/wdq/sparql?query={SPARQL}
https://query.wikidata.org/
https://lod-cloud.net/
https://en.wikibooks.org/wiki/SPARQL/Wikidata_Query_Service/
https://addshore.com/2019/10/your-own-wikidata-query-service-with-no-limits/
https://cloud.google.com/products/calculator/##id=32eca290-7628-48af-9988-20508f4bc861
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Various topical archives can be created from Wikidata, which gives better access to the data, while multiple time
snapshots can be built from this data. Subsets enable complex querying on cheap servers or personal computers —
reducing the overall cost — and making the experiments reproducible.

Establishing comparison platforms is the other benefit of subsetting. Consider the aim to examine a feature unique
to Wikidata (e.g., referencing). As there is no comparable KG, different subsets of Wikidata in multiple topics can
be used as comparison parties. Also, random subsets of Wikidata can be regarded as a random samples of Wikidata
items and statements. Subsetting also allows us to see whether there is uniform coverage of references across all of
Wikidata and identify variations between different contributor communities.

Another advantage of subsets is populating new topic-oriented KGs. An example of Dan Brickley can be taken
in this context: "Subsetting KGs is like cutting a plant and placing it in a new pot. So it can grow and become a
new topic-specific KG ..."8. For example, in the case of extracting a life science subset of Wikidata, the extracted
subset can be considered a life science knowledge graph, which can subsequently be enriched with additional triples,
creating a new Life Science KG based on the Wikidata data model and enriching its contents with other contents.

1.2. What Is a Subset?

In its broadest sense, subsetting refers to extracting the relevant parts from a KG. Considering a KG (regardless
of semantics) as a collection of nodes, edges and an associated ontology, a subset can be an arbitrary number of
combinations of these three. Thus, in a broad definition, any query graph pattern can be considered a subset, but
subsets can include more general cases. Including repetitive graph algorithms such as shortest paths and connectivity
[5]. To the best of our knowledge, there is no precise formal definition for submitting accepted by the community [6].

The input of the subsetting process is generally a KG. Over the KG, filters are applied to separate the desired
parts of the graph. The output of this process can be in the form of a graph (directed edge-labelled or property
graph) in various formats, tables, or JSON. The most straightforward way to subset an RDF KG is to use SPARQL
CONSTRUCT queries on the endpoints of a triplestore. This method is suitable for simple and small subsets but
has limitations for large and complex subsets. SPARQL endpoints are usually slow and have run-time restrictions.
Moreover, recursive data models are not supported in standard SPARQL implementations [7].

1.3. Objectives and Contribution

This research aims to collect all available Wikidata subsetting approaches and tools, test their capabilities, and
analyse their advantages and disadvantages. The scope is individual, independent, local and arbitrary subsetting,
i.e., use cases where users can subset Wikidata locally over any subsetting filters they desire without relying on
publicly available servers or datasets. The main reason is that public servers usually apply limitations on the type
and run-time of applications. The contributions of this paper are:

1. A survey of emerging practical knowledge graph subsetting tools (Section 3);
2. Performance analysis of practical Wikidata subsetting tools (Section 4);
3. Discussion of the flexibility of practical subsetting tools through tangible Life Science subsetting use cases

(Section 5).

This paper first reviews the Wikidata RDF model and the terminology used in the paper in Section 2. In Section 3,
a survey of the available methods for subsetting will be presented in detail. In Section 4, the apper investigates the
performance (run-time and extraction statistics) and accuracy (what has been extracted and excluded) of the state-
of-the-art subsetting tools. In Section 5, a discussion of the flexibility of the practical tools will be given by going
through three Life Science subsetting use cases. Finally, the paper will be concluded in Section 6.

8BioHackathon Europe 2021, Project 21: Handling Knowledge Graphs Subsets (group discussions). Notes: https://seyedahbr.github.io/Blog/
Biohackathon21.html - accessed 12 Feburary 2023

https://seyedahbr.github.io/Blog/Biohackathon21.html
https://seyedahbr.github.io/Blog/Biohackathon21.html
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2. Wikidata RDF Model

The fundamental components of Wikidata are items which are concepts or entities from the real world, such as
humans, chemicals, articles, etc. and properties, which are relationships between two items or between items and
values. Items and properties have internal identifiers: item IDs start with a ‘Q’, and property IDs with a ‘P’ character,
followed by an incremental number in their category. Relationships between entities create claims: a property that
explains a fact about an item. Claims can be enriched by adding qualifiers to provide contextual information and/or
references, to provide provenance and form statements. In other words, statements are those claims having some
additional contextual metadata.

Wikidata is powered by the Wikibase9 software collection which provides applications and libraries for creating,
managing and sharing structured data, created by Wikimedia Foundation and is freely available as a Docker image10.
Wikibase provides a syntax highlighting SPARQL query interface that supports federated queries, a Javascript-based
GUI for populating data, and a Blazegraph triplestore [8] to store and manage RDF data. Wikibase also provides the
EntitySchema extension that supports Shape Expressions, which as will be described later, has a role in subsetting.
Wikibase has several other software components that are needed to create a knowledge base similar to Wikidata
data model. Data can be exported in many formats like JSON, RDF/XML, OR N3, and it defines its data model
which is used by Wikidata. In addition to Wikidata, there are other open KGs hosted in Wikibase instances, e.g., the
Rhizome [9], FactGRID [10], and EU Knowledge Graph [11].

Wikidata uses reification based on intermediate nodes to store contextual metadata, known as qualifiers, and
provenance metadata, known as references, for statements. As an example, Figure 1 shows the representation for the
speed limit (P3086) statement in Germany (Q183). The top of the image shows the representation of this statement
in the Wikidata GUI. The bottom of the image shows the RDF graph of the information. The speed limit statement
value can be reached directly by the wdt:P3086. To access qualifiers, references, and the rank of the statement,
the intermediate ‘Statement Node’ must be used, represented with a wds: prefix. This intermediate node can be
accessed by the p: combined with the same statement property identifier. From the statement node, qualifiers are
accessible by the pq:, references by the prov:wasDerivedFrom, ranks by the wikibase:rank, the default
value-unit with psv:, and the conversion to the default URI mapping using psn:. Note that in Wikidata, values
can be simple literals (i.e. text or values), IRIs, or can be complex data types called a full value, storing more
metadata about a literal value such as units, ranges, precision, and the calendar used [12]. Another important notion
in Wikidata is the rank of statements. In Wikidata, statements can have normal, preferred, or deprecated ranks.
Deprecated rank refers to a property value that is not considered correct (based on the statement’s context, such
as qualifiers or references). In Wikidata, “statements that have the best non-deprecated rank for given property”
are called Truthy statements [12]. In other words, a deprecated statement can never be a truthy statement. Items,
statements, contextual metadata, provenance metadata, and all other parts of this reification can be used to define a
subset.

3. Subsetting State of the Art

Subsetting is a recent research problem in KGs. To the best of our knowledge, the early demand for creating a
biomedical subset of Wikidata was in 2017 [13], the subsetting discussions in the Wikidata biomedical commu-
nity were concretely started at the 12th international SWAT4HCLS conference in 2019 by Andra Waagmeester et
al. [14] and then followed in Project 3511 of ELIXIR BioHackathon-Europe 2020 [15], Project 2112 of ELIXIR
BioHackathon-Europe 2021, and Project 1113 of ELIXIR BioHackathon-Europe 2022 [16].

9https://wikiba.se/ - accessed 12 December 2022
10https://hub.docker.com/r/wikibase/wikibase - accessed 15 December 2022
11https://github.com/elixir-europe/BioHackathon-projects-2020/tree/master/projects/35 - accessed 20 December 2022
12https://github.com/elixir-europe/BioHackathon-projects-2021/tree/main/projects/21 - accessed 20 December 2022
13https://github.com/elixir-europe/biohackathon-projects-2022/tree/main/11 - accessed 20 December 2022

https://wikiba.se/
https://hub.docker.com/r/wikibase/wikibase
https://github.com/elixir-europe/BioHackathon-projects-2020/tree/master/projects/35
https://github.com/elixir-europe/BioHackathon-projects-2021/tree/main/projects/21
https://github.com/elixir-europe/biohackathon-projects-2022/tree/main/11
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Fig. 1. Top: One of thespeed limit (P3086)statements ofGermany (Q183)on Wikidata GUI (retrieved on 14 December 2022). Bottom: various
elements that can be extracted from Wikidata fromGermany (Q183).

3.1. General Purpose Subsetting Approaches

Matsumotoet al. [17] have introduced the Graph-to-Graph Mapping Language (G2GML) that aims to convert
RDF graphs to property graphs. G2G Mapper14 is a tool that receives a mapping con�guration �le written in G2GML
and an RDF turtle �le (or a SPARQL endpoint) as input and creates a property graph from the RDF data speci�ed by
the input mapping. Although the purpose of the G2GML language was to generate property graphs from RDF graphs
to take advantage of the property graphs, it can be used as a subsetting tool; however, the output will be a property
graph. For subsetting, an RDF output is preferable as it is standardized, and evaluating them is straightforward.
Another limitation is that one needs to completely de�ne the Wikidata ontological structure and data model in the
form of property graphs, especially references. In that way, a mistake or forgotten property can affect the future
evaluation of the subset.

Mimouni et al. [18, 19] use a concept called the Context Graph to generate a smaller dataset than the original
massive KGs such as DBPedia and Wikidata, which enables them to test their knowledge base completion method
on this dataset instead of the entire KG. The context graph construction algorithm starts with an initial set ofseed
nodes, and in each round, adjacent nodes of the seed set (that are not in a forbidden set) and their relations are
added to the seed nodes. This operation continues for several rounds called theradius. The context graph production
process seems to be suitable for generating random subsets; however, it is not an integrated method for generating

14GitHub: https://github.com/g2glab/g2g - accessed 20 December 2022
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subsets around a topic. To produce subsets around a topic, it is necessary to identify the member entities of a
particular topic. However, there is no such concept in the context graph. One has to extract all the nodes related to
a topic from the beginning and put them in the initial seed set. On the other hand, extracting node neighbours to a
radius > 2 may enter information that is not relevant to the topic. Another limitation is that this approach is not
able to extract Wikidata contextual metadata, especially references.

Henselmann and Harth [20] developed an algorithm for creating on-demand subsets around a given topic from
Wikidata, starting from a seed set of nodes and performing multiple SPARQL queries to obtain the desired triples.
Their approach can be used to create subsets around topics. However, the authors do not provide use cases or
evaluation of their algorithm, thus it is more a theoretical approach than a practical tool. The proposed algorithm
and its SPARQL queries are also not compatible with references. Aghaeiet al. [21] proposed an approach to create
an on-demand sub-graph of a KG for Question Answering (QA), which is a common approach in heuristic-based
QA over KGs [21]. In this approach, a set of entities is �rst fetched from the question. A neighbour graph query
pattern is then used to create a knowledge sub-graph of those nodes' neighbours and their relationships from the
KG. Similar to the context graph approach, the neighbour nodes are extracted up to a speci�c distance (hop). The
limitation of this subsetting approach is that those are speci�c-purpose methods designed to answer natural language
questions. These methods create the subset at the moment of answering the question, do not care about extracting
the contextual metadata, and do not return the constructed subset as a portable output.

Shape Expressions (ShEx) [22] is a structural schema language allowing validation, traversal and transformation
of RDF graphs? There are several ShEx validator implementations, e.g., shex.js [23] and PyShex [24], which receive
a ShEx schema as the input and validate an RDF graph over it. These validators can keep track of the triples traversed
during validation and return the matched triples out (called `slurping'), which can be used to de�ne data schemata
which could result in extracting a subset. ShEx is a language for validating RDF data, and its evaluators are for
checking the shape of the graph against a schema, not for extracting. Although the language has the most �exible
way to de�ne subsets, its evaluators' slurping capabilities are limited as they can not handle the massive size of
Wikidata.

3.2. Practical Tools

WDumper15 [25] is a third-party tool for creating custom and partial RDF dumps of Wikidata suggested at the
Wikidata database download page [26]. The WDumper backend uses the Wikidata Toolkit (WDTK) Java library
to apply �lters on the Wikidata entities and statements, based on a speci�ed con�guration that is created by its
Python frontend. This tool needs a complete JSON dump of Wikidata and creates an N-Triple �le as output based
on �lters de�ned in the con�guration �le. This tool can be used as a topical subset creator; however, it cannot be
said that WDumper can build a complete topical subset. This is due to the limitations of this tool, e.g., not sup-
porting extracting the subclasses and the lack of making connections between separate �lters. With a few changes
and using a Python random generator script16, WDumper can be extended to extract random subsets from Wiki-
data of any size [27]. Beghaeiraveri et al. [6] introduced the concept of Topical Subsetting over Wikidata using
WDumper, extracting four topical Wikidata subsets. Beghaeiraveri et al. [28] used WDumper to extract six Wikidata
topical subsets corresponding to six Wikidata Wikiprojects: Gene Wiki, Taxonomy, Astronomy, Music, Law, and
Ships. Topical and random subsets of Wikidata are being used as the comparison platform for evaluating Wikidata
references [29].

The �exibility of the ShEx language motivated researchers to develop a speci�c subsetting tool for Wikidata based
on this language. WDSub [30] is a subsetting tool implemented in Scala that accepts ShEx schemata and extracts a
subset corresponding to the de�ned schema from a local Wikidata JSON dump. The extractor part of the WDSub
is similar to WDumper, i.e., the WDTK java library. In addition to traditional ShEx schemata in ShExC format,
WDSub has its own subsetting language, WDShEx [31], which is a shape expression language based on ShEx and
optimized for Wikidata RDF data model. WDSub can produce both RDF and Wikibase-like JSON outputs.

15Demo: https://wdumps.toolforge.org/ - accessed 20 December 2022
16https://github.com/seyedahbr/wdumper/blob/12f0ddf/extensions/create_random_spec.py - accessed 10 June 2023
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